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ABSTRACT

This paper presents the design of an estimation algorithm for the determination of a low-Earth satellite orbit based only on the measurements of the Earth magnetic field. The algorithm is based on the extended Kalman filter (EKF) and the measure of the magnitude of the magnetic field, which provides an estimation method independent of the satellite attitude. The satellite orbit is described with a state vector formed by the classical Keplerian orbital elements. The simulation test resulted in an accurate estimation of the state vector components and yielded only a few kilometres error on the satellite position. The effect of the variation of the orbit inclination and eccentricity on the filter performances was also investigated.
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INTRODUCTION

The issue of determining the satellite position on its orbit with the greatest possible accuracy has been investigated since the 1960s. Today’s systems of orbit determination provide position errors at the meter level and even at the centimetre level for some very specific missions like TOPEX/Poseidon [1] or GFO [2] satellites. However that degree of accuracy is not attainable without the support of some system external to the satellite: mainly Earth based stations using Satellite Laser Ranging or a combination of radar and optical sensors, and Global Positioning System (GPS). Autonomous orbit estimation methods, that do not rely on equipments other than those available onboard the satellite, have the advantages of being more reliable, less costly to operate and less vulnerable in hostile environment (jamming, loss of Earth station). One way to achieve this autonomy is to use magnetometers to measure the Earth magnetic field, which is a function of time and position. This function is well known and can easily be modelled onboard to compute the magnetic field at the satellite assumed position [3,4]. The difference between the computed and the measured magnetic field is a function of the error made in the satellite position. It is possible to determine both the orbital position and the attitude of a satellite from only the Earth magnetic field, with rate data available [5,6] or without [7-9]. The magnitude of the Earth magnetic field is sufficient to determine the satellite position. Greater accuracy can be achieved if we also know the vector direction but this requires the knowledge of the satellite attitude and is computationally more expensive [6]. In this paper we present an algorithm based on the EKF using only the magnitude of the Earth magnetic field to estimate both the satellite position and its rate of rotation. The influence of the orbit inclination and eccentricity on the efficiency of the filter is assessed through simulations.

ORBIT DYNAMICS

The satellite position is described by the classical Keplerian orbital elements \((a, e, i, \Omega, \omega, v)\). The semi-major axis \(a\) and the eccentricity \(e\) define the shape of the orbit. The inclination \(i\), the right ascension of the ascending node \(\Omega\) and the argument of perigee \(\omega\) define the orientation of the orbit with respect to an inertial reference frame. The last element is the true anomaly; it defines the satellite position on the orbit with respect to the periapsis.

The simplest and also least realistic way to model the satellite movement on its orbit is to assume that the only force acting on the satellite is the gravitational attraction from the Earth, which is represented as a perfect sphere of uniform density. The most influential forces neglected in this model, for a low-Earth orbit (LEO) satellite, are caused by the Earth’s atmosphere and the Earth’s gravitational field. The variation of the true anomaly \(s\) is given [10] (in Ref. 10, Chap. 1) by
\[ \dot{v} = \sqrt{\frac{\mu}{a^3} \left(1 + \frac{e \cos v}{(1-e^2)^{3/2}}\right)^2} \]  

(1)

where \( \mu \) is the Earth’s gravitational parameter. The other Keplerian orbital elements are not varying with time.

**EKF ALGORITHM DESCRIPTION**

For the model described in the previous paragraph it is sufficient to use the Keplerian orbital elements to represent the state of the system:

\[ x(t) = [a, e, i, \Omega, \omega, \nu]^T \]  

(2)

The dynamics of the orbit model is described by the following stochastic differential equation:

\[ \dot{x}(t) = f[x(t), t] + G(t)w(t) \]  

(3)

with initial condition \( x(t_0) \), a Gaussian random vector with mean \( \hat{x}_0 \) and covariance \( P_0 \). The noise \( w(t) \) is a zero-mean white Gaussian signal, independent of \( x(t_0) \) and of strength \( Q(t) \). The matrix \( G(t) \) is the noise input matrix.

The state function is nonlinear but still simple as only the last element is different from zero:

\[ f[x(t), t] = [0, 0, 0, 0, 0, \sqrt{\frac{\mu(1 + e \cos v)^2}{(a(1-e^2))^{3/2}}}]^T \]  

(4)

The measurement model of the Earth’s magnetic field measurement process onboard the satellite is represented by the nonlinear discrete stochastic equation,

\[ z(t_k) = h[x(t_k), t_k] + v(t_k) \]  

(5)

Measurements are corrupted by the noise \( v(t_k) \), a zero-mean white Gaussian vector, independent of \( x(t_0) \) and \( w(t) \), and of strength \( R(t_k) \) for all \( t_k \).

The measurement function is the norm of the Earth’s magnetic field vector, which value is expressed in the Earth-centered, Earth-fixed coordinate system,

\[ h[x(t_k), t_k] = N[B(x(t_k), t_k)] \]  

(6)

where \( N[.\] \) is the norm operator.

The EKF algorithm works in a two-stage process: from some initial orbital elements the state is propagated to the nearest measurement time where it is updated by using the information from the Earth’s magnetic field. Then it is propagated again until the next measurement (Figure(1)). The notation used to indicate the position of a quantity with respect to the time \( t_k \) is: just before \( t_k \), \( x(t_k^-) = x_{k-1|k} \), and just after \( t_k \), \( x(t_k^+) = x_{k|k} \).

![Figure 1: Stages of the Kalman filter algorithm.](image-url)
Measurement Update Stage

The state is updated according to the following equations [11]

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k (z_k - \hat{z}_{k|k-1})
\]

(7)

where \( \hat{z}_{k|k-1} = h(\hat{x}_{k|k-1}, t_k) \) is the best estimate of the measurement available before the time \( t_k \). The matrix \( K_k \) (a 6×1 matrix in this filter) is the Kalman gain and it is equal to

\[
K_k = P_{k|k-1}H_{k|k-1}^T [H_{k|k-1}P_{k|k-1}H_{k|k-1}^T + R_k]^{-1}
\]

(8)

where the measurement matrix is defined by

\[
H_{k|k-1} = \frac{\partial h(x(t_k), t_k)}{\partial x}
\]

(9)

The error covariance matrix for the state, which is defined by the conditional expectation,

\[
P_{k|k} = E \{ [x(t_k) - \hat{x}_{k|k}][x(t_k) - \hat{x}_{k|k}]^T | z_k \}
\]

(10)

is updated according to the following equation:

\[
P_{k|k} = P_{k|k-1} - K_k H_{k|k-1} P_{k|k-1} = [I - K_k H_{k|k-1}]P_{k|k-1} [I - K_k H_{k|k-1}]^T + K_k R_k K_k^T
\]

(11)

Propagation Stage

Just after the time \( t_k \), the best estimate of the orbital elements is given by the vector \( \hat{x}_{k|k} \). Just before the next update, at time \( t_{k+1} \), the best estimate of the state is obtained from

\[
\hat{x}_{k+1|k} = \hat{x}_{k|k} + \int_{t_k}^{t_k+1} f(\hat{x}_{k|k}, t)dt
\]

(12)

According to our model, only the last element of the state is changing. In practice the continuous form of Eq.(12) is used and integrated using the fourth-order Runge-Kutta (RK4) method [12],

\[
\dot{x}(\tau / t_k) = f(\hat{x}(\tau / t_k), \tau)
\]

(13)

where \( \dot{x}(\tau / t_k) \) is the state estimate at the epoch time \( \tau \), which belongs to the interval \([t_k, t_{k+1})\).

We propagate the covariance matrix according to

\[
P_{k+1|k} = \Phi_k P_{k|k} \Phi_k^T + \int_{t_k}^{t_k+1} \Phi_k G(\tau)Q(\tau)G(\tau)^T \Phi_k^T d\tau
\]

(14)

where

\[
\Phi_k = \Phi[\tau, t_k, \dot{x}(\tau / t_k)]
\]

(15)
is the transition matrix from the state at time $t_k$ to the state at time $\tau$. The state transition matrix satisfies the differential equation,

$$\frac{d\Phi[\tau,t_k;\dot{x}(\tau/t_k)]}{d\tau} = F[\tau;\dot{x}(\tau/t_k)]\Phi[\tau,t_k;\dot{x}(\tau/t_k)]$$

(16)

with initial condition

$$\Phi[t_k,t_k;\dot{x}(t_k/t_k)] = I$$

(17)

and where

$$F[\tau;\dot{x}(\tau/t_k)] = \left[\begin{array}{cccccc}
0 & \cdots & \cdots & \cdots & 0 \\
\vdots & \ddots & \cdots & \cdots & \vdots \\
0 & \cdots & \cdots & \cdots & 0 \\
\frac{\partial f_a}{\partial a} & \frac{\partial f_h}{\partial a} & 0 & 0 & 0 \\
\frac{\partial f_e}{\partial e} & 0 & 0 & 0 & \frac{\partial f_e}{\partial e} \\
\end{array}\right]_{x=\dot{x}(\tau/t_k)}$$

(18)

According to Eq.(4) where the function $f[x,\tau]$ is defined, Eq.(18) is determined by the $(6\times6)$ matrix

$$F[\tau;\dot{x}(\tau/t_k)] =
\begin{bmatrix}
0 & \cdots & \cdots & \cdots & 0 \\
\vdots & \ddots & \cdots & \cdots & \vdots \\
0 & \cdots & \cdots & \cdots & 0 \\
\frac{\partial f_a}{\partial a} & \frac{\partial f_h}{\partial a} & 0 & 0 & 0 \\
\frac{\partial f_e}{\partial e} & 0 & 0 & 0 & \frac{\partial f_e}{\partial e} \\
\end{bmatrix}_{x=\dot{x}(\tau/t_k)}$$

(19)

For the calculation of the state transition matrix in Eq.(16), the function $F[\tau;\dot{x}(\tau/t_k)]$ is assumed constant over the time step of integration $h = t_{k+1} - t_k$. Thus we can approximate the solution of the differential equation by

$$\Phi[t_{k+1},t_k;\dot{x}(t_k/t_k)] \approx \sum_{n=0}^{\infty} \frac{(t_{k+1} - t_k)^n}{n!} F^{(n)}[t_k;\dot{x}(t_k/t_k)]$$

(20)

which gives at the first order

$$\Phi[t_{k+1},t_k;\dot{x}(t_k/t_k)] \approx I + (t_{k+1} - t_k)F[t_k;\dot{x}(t_k/t_k)]$$

(21)

or

$$\Phi[t_k + h,t_k;\dot{x}(t_k/t_k)] \approx I + h F[t_k;\dot{x}(t_k/t_k)]$$

(22)

From Eq.(22) the integral term in Eq.(14) is written as

$$\Phi_k G(t)Q(t)G^T(t)\Phi_k^T = GQG^T + h(FGQG^T + (FGQG^T)^T) + h^2 FGG^T$$

(23)

Assuming that the integration interval is small enough to consider $G$ and $Q$ constant over the integration interval and neglecting the term in $h^2$, we have

$$\int_{t_k}^{t_{k+1}} \Phi_k G(\tau)Q(\tau)G^T(\tau)\Phi_k^T d\tau \approx hGQG^T$$

(24)

In Eq.(3) the noise input matrix $G = I$. The covariance propagation equation (Eq.(14)) becomes

$$P_{k+1|k} = (I + h F[t_k;\dot{x}(t_k/t_k)])P_{k|k}(I + h F[t_k;\dot{x}(t_k/t_k)])^T + Q_k$$

(25)
where
\[ Q_k = hQ \]  \hfill (26)

**SIMULATION TESTS AND RESULTS**

The simulated data were produced using the orbit model described in section 2 and a 8th-order geomagnetic field model based on the WMM2005 model. A zero-mean white noise with a standard deviation of 200 nT was added to each component of the magnetic field. The tests were realized with a LEO satellite having a semi-major axis of 6985 km, which gives a period (for one revolution) of about 97 min. Different values of inclination and eccentricity were tested. The sampling time interval (or the time between two measurements) was chosen equal to 30 s.

The first test was realized with an inclination of 53 deg and an almost circular orbit with an eccentricity close to zero. The position estimation error obtained is plotted in Figure 2 and the velocity estimation error is in Figure 3. The initial errors of this test were 550 km on the position and 605 m/s on the velocity. The algorithm converges approximately after 7 revolutions to an averaged steady-state error of about 15 km. The satellite velocity estimation error converges to an average of about 18 m/s. The semi-major axis estimation error is plotted in Figure 4 and converges slowly to a value around zero.

![Figure 2: Position estimation error (i=53 deg, e=0).](image1)

![Figure 3: Velocity estimation error (i=53 deg, e=0).](image2)
In the second test we changed only the inclination to obtain a near-equatorial orbit, with \( i = 2 \) deg. The result for the position error is plotted in Figure 5. We noticed that the rapidity of converge is comparable but the steady-state error increased to about 18 km. This fact will be discussed at the end of this section.

In the following test we considered an orbit of inclination 53 deg and eccentricity 0.5, with a larger initial error (1067 km and 1615 m/s). The result for the position estimation error is plotted in Figure 6. The improvement in the performance is considerable in terms of rapidity of convergence (2.5 orbits) and average steady-state value (about 6.3 km) even with a larger initial error. The degradation of the filter performances when the orbit is almost circular is due to the fact that the argument of perigee \( \omega \) and the true anomaly \( \nu \) are not defined for a circular orbit because it has no periapsis. The closer we are from the case of null eccentricity the more difficult is the determination of these two elements.
To better examine the influence of a near-equatorial orbit on the filter performance we chose to simulate the case where $i = 2$ deg and $e = 0.5$, which does not present the difficulty of observing the state element $\omega$ and $\nu$. The results are shown on Figs. 7 and 8. The convergence is rapid but the average steady state, close to 11.3 km, is almost twice higher than in the previous case (where $i$ was 53 deg).

This deterioration in the filter performance when we used near-equatorial orbits was predictable and is due to the limited variation of the magnetic field vector along these orbits. A plot of the Earth’s magnetic field vector is shown in Figure 9 to support this statement.\(^4\)
CONCLUSIONS

The estimation of a satellite orbital position at low altitude from only magnetometer measurements is possible. The state of the filter is using the classical orbital elements and the implementation is based on the EKF algorithm.

The test results have shown the influence of the inclination and eccentricity of the orbit on the filter performance. Lowering the eccentricity (near-circular orbit) increases the time of convergence and the average steady-state value for the estimation of the position (and velocity) of the satellite. The average steady-state value for the position has more than doubled if we compare Figure 2 with Figure 6. Lowering the inclination, to simulate near-equatorial orbits, did not seem to have an effect on the rapidity of convergence of the filter (see Figure 6 and Figure 7), but it did worsen the steady-state value that went from 6.3 km with an inclination of 53 deg to 11.3 km with an inclination of 2 deg.

To improve the estimation accuracy of the satellite position in near-circular or circular orbit requires modifying the elements chosen in the filter state. The argument of perigee and the true anomaly can be replaced by their sum to represent a new variable called argument of latitude in Ref. 10.
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Figure 9  Earth’s magnetic field vector along a circular orbit inclined of 2 degrees.


